
Lecture 7 Notes 

In Lecture 7 we covered policy evaluation for stochastic dynamic programs. This is an important first 

step toward finding optimal policies for stochastic dynamic programs. We first define the expected value 

to go at stage t , given history ℎ𝑡, and policy 𝜋 as follows: 

  𝑣𝑡
𝜋(ℎ𝑡) =𝐸ℎ𝑡

𝜋 [∑ 𝜆𝑛−1𝑟𝑛(𝑋𝑛,  𝑌𝑛) + 𝑟𝑁(𝑋𝑁)] 𝑁−1
𝑛=𝑡  

Next, the following algorithm was proposed to compute 𝑣𝑡
𝜋(ℎ𝑡) for all 𝑡 and ℎ𝑡: 

 

Algorithm (Policy Evaluation): 

1. Set t = N, 𝑣𝑁
𝜋(ℎ𝑁) = 𝑟𝑁(𝑠𝑁),  𝑓𝑜𝑟 𝑎𝑙𝑙 ℎ𝑁 

2. 𝐼𝑓 𝑡 = 1 𝑠𝑡𝑜𝑝,  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 𝑔𝑜 𝑡𝑜 𝑠𝑡𝑒𝑝 3 

3. 𝑆𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑒 𝑡 − 1 𝑓𝑜𝑟 𝑡 𝑎𝑛𝑑 𝑐𝑜𝑚𝑝𝑢𝑡𝑒 𝑣𝑡
𝜋(ℎ𝑡),  𝑓𝑜𝑟 𝑎𝑙𝑙 ℎ𝑡 ,  𝑎𝑠: 

𝑣𝑡
𝜋(ℎ𝑡) = rt(st,  dt(ht)) + 𝜆 ∑ 𝑝𝑡(𝑗|𝑠𝑡,  𝑑𝑡(ℎ𝑡))𝑣𝑡+1

𝜋 (ℎ𝑡+1)

𝑗∈𝑆

 

 𝑟𝑒𝑡𝑢𝑟𝑛 𝑡𝑜 𝑠𝑡𝑒𝑝 2 

 

The appropriateness of the algorithm relies on whether 𝑣𝑡
𝜋(ℎ𝑡) generated by the algorithm does in fact 

equal the expected future reward to go at stage 𝑡, state ℎ𝑡, under policy 𝜋. The following theorem is 

similar to Theorem 4.2.1 of Puterman. 

Theorem (≈4.2.1 Puterman): For 𝜋 ∈ Π𝐻𝐷 at each stage t the policy evaluation algorithm generates 

vt
𝜋(ht) for all ℎ𝑡 and 𝑣1

𝜋(𝑠) = 𝑢𝑁
𝜋 (𝑠) for all s ∈ 𝑆. 

Proof: The proof can be completed by induction. For 𝑡 = 𝑁 𝑣𝑁(ℎ𝑁) = 𝑟𝑁(𝑠𝑁) for all 𝑠𝑁 by definition. 

This represents the base case for the induction proof. Now, for the induction hypothesis, assume that 

the policy evaluation algorithm generates 𝑣𝑛
𝜋(ℎ𝑛) for all ℎ𝑛 at stages 𝑛 = 𝑡 + 1, 𝑡 + 2, … , 𝑁, then it 

follows that 

𝑣𝑡
𝜋(ℎ𝑡) = 𝑟𝑡(𝑠𝑡, 𝑑𝑡(ℎ𝑡)) + 𝐸ℎ𝑡

𝜋 [𝐸ℎ𝑡+1

𝜋 [∑ 𝑟𝑛(𝑋𝑛, 𝑌𝑛) + 𝑟𝑁(𝑋𝑁)𝑁−1
𝑛=𝑡+1 ]]    (by the induction hypothesis) 

              = 𝑟𝑡(𝑠𝑡, 𝑑𝑡(ℎ𝑡)) + 𝐸ℎ𝑡

𝜋 [∑ 𝑟𝑛(𝑋𝑛, 𝑌𝑛) + 𝑟𝑁(𝑋𝑁)𝑁−1
𝑛=𝑡+1 ]]   (since 𝐻𝑡+1  ⊂ 𝐻𝑡) 

              =  𝐸ℎ𝑡

𝜋 [∑ 𝑟𝑛(𝑋𝑛, 𝑌𝑛) + 𝑟𝑁(𝑋𝑁)]𝑁−1
𝑛=𝑡        (since 𝑠𝑡 and 𝑑𝑡 are known at 𝑡) 

 Note: The above proof implicitly assumed linear additive rewards.  

 


