Lecture 7 Notes

In Lecture 7 we covered policy evaluation for stochastic dynamic programs. This is an important first
step toward finding optimal policies for stochastic dynamic programs. We first define the expected value
to go at stage t, given history h;, and policy 7 as follows:

v (he) =E [En=i A" (Xn, Yo) + 1y (Xn)]

Next, the following algorithm was proposed to compute v (h;) for all t and h;:

Algorithm (Policy Evaluation):

1. Sett=N,v{(hy) =ry(sy), forall hy
2. Ift=1stop, otherwise go to step 3

3. Substitutet — 1 for t and compute v (h;), for all hs, as:

vi(hy) = I't(St; dt(ht)) + 12 pt(j|5t' dt(ht))vgt+1(ht+1)
jes

return to step 2

The appropriateness of the algorithm relies on whether v (h;) generated by the algorithm does in fact
equal the expected future reward to go at stage t, state h;, under policy . The following theorem is
similar to Theorem 4.2.1 of Puterman.

Theorem (=4.2.1 Puterman): For r € T1"P at each stage t the policy evaluation algorithm generates
vl (hy) for all hy and v (s) = uy(s) foralls € S.

Proof: The proof can be completed by induction. Fort = N vy (hy) = ry(sy) for all sy by definition.
This represents the base case for the induction proof. Now, for the induction hypothesis, assume that
the policy evaluation algorithm generates v;f (h,,) for all h,, at stagesn =t + 1,t + 2, ..., N, then it
follows that

v (he) = 1e(se de(he)) + EF[ER,, [XN=t+1 1 (X, Yo) + 7y (Xp)]] - (by the induction hypothesis)
= rt(st' dt(ht)) + E;ft[ gz_t1+1 T (Xn, Yo) + 7y (Xn)]] (since Hpyqy © Hy)
= Ef [XN=f (X, Yp) + 7w(Xy)]  (since s, and d, are known at t)

Note: The above proof implicitly assumed linear additive rewards.



