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OUTLINE

• Jensen’s lower bound and its generalization

• E-M upper bound and its generalization

• Convergence

• Application

Distribution problem

SP with resource problem

Numerical integration



JENSEN’S LOWER BOUND

• Suppose                        is an integrable convex 
function. Then Jensen’s inequality:

provides a lower bound to the expected value of 
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GENERALIZATION OF JENSEN’S LOWER 
BOUND (1)
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GENERALIZATION OF JENSEN’S LOWER 
BOUND
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GENERALIZATION OF JENSEN’S LOWER 
BOUND (2)
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THE EDMUNDSON-MADANSKY UPPER 
BOUND

For a convex function, we can use Jensen’s
inequality to get its lower bound. But how
can we find its upper bound, if it is bounded
in the whole domain?



THE EDMUNDSON-MADANSKY UPPER 
BOUND

In nonlinear programming, conjugate dual play  
important role.

One property of conjugate dual problem is that :
For a concave function f, suppose its conjugate dual
function is h. Then the conjugate dual of h is the convex hull
function of f, which is a lower bound function of f.



THE EDMUNDSON-MADANSKY UPPER 
BOUND

For E-M method, they follow the same idea and
find the upper bound for convex function.
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THE EDMUNDSON-MADANSKY UPPER 
BOUND



GENERALIZATION OF THE EDMUNDSON-
MADANSKY UPPER BOUND (1)
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GENERALIZATION OF THE EDMUNDSON-
MADANSKY UPPER BOUND (2)



Example



CONVERGENCE



GENERALIZATION (1)



GENERALIZATION (2)



GENERALIZATION (3)



APPLICATIONS

• The Distribution Problem

• Stochastic Programs with Simple Recourse

• Numerical Integration



The Distribution Problem

In some researches, the distribution properties of
the random mathematical program are of great
interests. They study the following problem:

Where and are scalar functions, c is a
random vector having distribution function G,
and x is a decision vector.



The Distribution Problem

We look at the simplest case which studies the
mean of that problem.



The Distribution Problem

In general, in order to mathematically solve the
problem above, a large number of mathematical
programs are required.



The Distribution Problem

Alternatively, they seek approximations to that 
problem. Under the assumption that the 
components of the random vector c are 
independent, they can get the lower and upper 
bounds as following:



The Distribution Problem

We consider an example

and have independent uniform distribution
on [-0.5, 0.5] and [0,1].

Using the Jensen and E-M bounds, we can get that

6.25 < 8.33 < 20.833 < 37.5

If we subdivide the interval more finer, we can get better

bounds 20.70 < 20.80 < 20.83 < 20.90 < 21.09



Stochastic Programs with Simple Recourse

The bounds can also be used to generate
approximate solutions to certain stochastic
mathematical programs that are difficult to solve.

We can use Jensen and E-M bounds to bound
the optimal value of this problem.



Stochastic Programs with Simple Recourse

For J1 and M1 bounds:



Numerical Integration

Because when the subintervals become infinitely
small, the bounds converge to the optimal solutions
of the problem. Thus these bounds can be used to
calculate the expected value of a given convex
function of a random variable in an arbitrary given
tolerance.



Numerical Integration

t has uniform distribution on [-10, 10].   Optimal solution is 

33.3333.

J M

0 0 100

1 25 50

2 31.25 37.5

3 32.8125 34.3750

4 33.2031 33.5938

Example:



Numerical Integration

Compared with standard numerical schemes, these
bounds an obvious advantage in cases where one
wishes to perform calculations for several functions
with a give distribution function.



Thank you for listening!


