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New Topic: Infinite Horizon MDPs

All of the dynamic programs we have 

discussed so far have involved a finite 

number of stages

Infinite horizon dynamic programs represent 

an unbounded decision process

We will discuss the following aspects of 

infinite horizon MDPs:

• Conditions under which they are well defined

• Optimality equations

• Solution methods

• Applications
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Motivation

Why study infinite horizon MDPs?

• Sometimes they are easier to solve numerically than 

finite horizon counterparts

• In some cases the optimal policy can be deduced 

without solving the MDP

Puterman Chapter 5 is an introduction to infinite horizon MDPs
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Assumptions

We will assume the following when discussing infinite 

horizon MDPs:

• The set of actions, A, and states, S, are finite

• The decision maker’s goal can be represented by 

additive rewards

• The rewards, 𝑟(𝑠, 𝑎), are bounded, i.e., 𝑟(𝑠, 𝑎) ≤ 𝑀
and 𝜆 < 1

• All problem data (transition probability matrix, 

rewards, state and action sets) are stationary
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Total Expected Discounted Rewards

Given some policy 𝜋 the total expected discounted reward 

for a finite horizon MDP is:

𝑢𝜆
𝜋(𝑠) = Es

𝜋[σ𝑡=1
𝑁 𝜆𝑡−1𝑟𝑡 𝑋𝑡 , 𝑌𝑡 ]

For an infinite horizon MDP:

𝑢𝜆
𝜋(𝑠) =𝐿𝑖𝑚𝑁→∞𝐸𝑠

𝜋[σ𝑡=1
𝑁 𝜆𝑡−1𝑟𝑡 𝑋𝑡 , 𝑌𝑡 ]

where 0 < 𝜆 < 1 is required. The limit exists if 

max
𝑠∈𝑆,𝑎∈𝐴

{𝑟 𝑠, 𝑎 } = 𝑀 < ∞

action

current 
state

state

optional discount 
factor
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Example: 2 State MDP

In state S1 actions a1,1 and a1,2 are available; in state S2 only a2,1 is 

available. Rewards and transition probabilities are defined below as {r,p}. 

At each stage the associated reward is received and then the transition 

occurs.

Exercise: Find 𝑢𝜆
𝜋(𝑠) given policy (a) 𝑑𝑎 𝑠1 = 𝑎1,2 and 𝑑𝑎 𝑠2 = 𝑎2,1 and 

policy (b) db 𝑠1 = 𝑎1,1 and 𝑑𝑏 𝑠2 = 𝑎2,1

S1 S2

a1,1 a2,1

a1,1

a1,2

{5, .5} {-1,1}{10,1}

{5, .5}
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Vector Notation

Given some decision rule 𝑑 𝑠 that is applied over an infinite horizon, let 

𝑟𝑑 𝑠 ≡ 𝑟(𝑠, 𝑑 𝑠 ) and pd(j|s) ≡ 𝑝(𝑗|𝑠, 𝑑 𝑠 )

Let rd denote the |𝑆| vector with sth component rd s , referred to as the 

reward vector

Let Pd be the S × |𝑆| transition probability matrix with s, 𝑗 th entry 

pd(j|s).

The vector of expected values of the policy for each state is:

𝑢𝜆
𝜋 =෍

𝑡=1

∞

𝜆𝑡−1𝑃𝑑
𝑡−1𝑟𝑑
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Policy Evaluation

Assuming a stationary policy 𝜋 = 𝑑, 𝑑, … , the expected value can be 

expressed as:

𝑢𝜆
𝜋=෍

𝑡=1

∞

𝜆𝑡−1𝑃𝑑
𝑡−1𝑟𝑑

= 𝑟𝑑 + 𝜆𝑃𝑑𝑟𝑑 + 𝜆2𝑃𝑑𝑃𝑑𝑟𝑑 +⋯

= 𝑟𝑑 + 𝜆𝑃𝑑 𝑟𝑑 + 𝜆𝑃𝑑𝑟𝑑 + 𝜆2𝑃𝑑
2𝑟𝑑 +⋯

= 𝑟𝑑 + 𝜆𝑃𝑑𝑢𝜆
𝜋

Thus the expected value of a policy is

𝑢𝜆
𝜋 = 𝐼 − 𝜆𝑃𝑑

−1𝑟𝑑
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Example: 2 State MDP

In state S1 actions a1,1 and a1,2 are available; in state S2 only a2,1 is 

available. Rewards and transition probabilities are defined below as {r,p}

At each stage the associated reward is received and then the transition 

occurs.

Exercise: Find 𝑢𝜆
𝜋(𝑠) for policies (a) 𝑑𝑎 𝑠1 = 𝑎1,2 and 𝑑𝑎 𝑠2 = 𝑎2,1 and 

(b) db 𝑠1 = 𝑎1,1 and 𝑑𝑏 𝑠2 = 𝑎2,1 using: 𝑢𝜆
𝜋 = 𝐼 − 𝜆𝑃𝑑

−1𝑟𝑑

S1 S2

a1,1 a2,1

a1,1

a1,2

{5, .5} {-1,1}{10,1}

{5, .5}
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Example: In-Class Assignment

S1 S2

a1,1
a2,1

a1,1

a1,2{6, .3} {-1,0.8}

{12,1}

{6, .7}

{-1,0.2}

a2,1

Exercise: Find 𝑢𝜆
𝜋(𝑠) for all policies. 


